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A Lap around Algorithmic bias, and AI’s 
Ethical Imperative

Algorithmic bias is shaping up to be a major societal issue as Artificial Intelligence and Machine Learning continue to rapidly transform the 

industries. Implicit algorithmic bias poses a threat to fairness, diversity, transparency, and neutrality associated with data driven decision making. It 

is easy to say that the Algorithms Aren’t Biased, we (humans) Are, but is the kind of prejudice and discrimination that already prevails in society 

inscrutable? GDBR’s right of explanation for all individuals to obtain “meaningful explanations of the logic involved” when automated (algorithmic) 

individual decision is involved is making leadership across industries think long and hard about upcoming regulations pertaining to black-box 

automated decision-making systems. In this talk, we will explore the question of why do algorithms discriminate? What is unfair bias, Who is in 

control of the data, How can outsiders validate algorithms and given these risks, how should we use algorithms? Fairness and Bias in an 

Algorithmic Age has countless examples from Norman’s Rorschach inkblots to COMPAS (Correctional Offender Management Profiling for 

Alternative Sanctions), flawed and misrepresentative systems used to rank teachers, gender-biased models for natural language processing, and 

voice interfaces, chatbots, and other systems are discriminating against certain minority dialects. Algorithms that may conceal hidden biases are 

already routinely used to make vital financial and legal decisions. Proprietary algorithms are used to decide, for instance, who gets a job interview, 

who gets granted parole, and who gets a loan. This talk focuses on questions like controlling machine-learning algorithms and their biases, the 

merit of approximation models as a reasonable way to get insight, right of explanation, and how to apply AI within many domains which requires 

transparency and responsibility such as health care, finance, surveillance, autonomous vehicles, and government. We will briefly cover concepts 

around algorithmic discrimination, sources of algorithmic bias, measures of discrimination and finally ACM's guidelines for detecting and 

preventing algorithmic bias. This is an active area of research and this talk manifests tip of the ice-berg; by exposing spectrum of hard questions 

around algorithmic bias we need to answer if we expect to benefit from advances in algorithmic technology.





Why Algorithmic Bias

• Optimality i.e. 'Right/Good'= Maximized Utility Function which deduces complex value 

environments but risks stasis when optimality reached

• Efficiency i.e. All values instrumentalized relative to system goals/function and speed

• Decisional advantage over humans

• Precision calculation advantage over humans

• Reliability Stability advantage over humans

• Readability Informational advantage over humans

• Compressibility - Lossless reduction of informational complexity

• Computational advantage

• Replicability - Economic advantage (force multiplier)

• Invulnerability - Non-biological advantages over humans (physical affective in-

vulnerabilities)



Impact

• Commercial influences

• Voting behavior

• Gender discrimination

• Racial and ethnic discrimination

• Online hate speech

• Surveillance

• Sexual discrimination

Obstacles to research

• Lack of transparency

• Complexity

• Lack of data about sensitive categories





























Microsoft’s Tay & Twitter: 
A 24-hour Story

21

http://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist

http://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist


Microsoft’s Tay & Twitter: 
A 24-hour Story

22

https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc%5

Etfw

https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc^tfw


Microsoft’s Tay & Twitter: 
A 24-hour Story

23

https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc%5

Etfw

https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc^tfw


Microsoft’s Tay & Twitter: 
A 24-hour Story

24

https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc%5

Etfw

https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc^tfw


Microsoft’s Tay & Twitter: 
A 24-hour Story

25

https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc%5

Etfw

https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc^tfw


AI & Ethics
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Popular applications that use data predictive 
models



Explainable AI (XAI)
defense advanced research projects agency 

“DARPA is soliciting innovative research 

proposals in the areas of machine learning and 

human computer interaction.  The goal of 

Explainable Artificial Intelligence (XAI) is to 

create a suite of new or modified machine 

learning techniques that produce explainable 

models that, when combined with effective 

explanation techniques, enable end users to 

understand, appropriately trust, and effectively 

manage the emerging generation of Artificial 

Intelligence (AI) systems. Proposed research 

should investigate innovative approaches that 

enable revolutionary advances in science, or 

systems.”

Broad Agency Announcement

Explainable Artificial Intelligence (XAI)

DARPA-BAA-16-53, August 10, 2016



European Union’s
General data protection 

regulations (gdpr)
• Goes into effect on May 25, 2018

• The bulk of the language deals with how data is collected and stored, the regulation contains 

Article 22: Automated individual decision making, including profiling, potentially prohibiting a 

wide swath of algorithms currently in use in recommendation systems, credit and insurance risk 

assessments, computational advertising, and social networks, for example.

• Citizens have the right to receive an explanation for algorithmic decisions.

• ML depends upon data that has been collected from society, and to the extent that society contains 

inequality, exclusion, or other traces of discrimination, so too will the data.

Goodman, B. and Flaxman, S. 2017. European Union Regulations on Algorithmic 

Decision Making and a “Right to Explanation”. AI Magazine 38(3): 50-57,  

Association for the Advancement of Artificial Intelligence.



Ethical artificial intelligence
IEEE Tech Ethics Program launched in 2016

• Who should be held responsible for the harm an application causes by its 

actions.

• Researchers placed 4 black and white stickers on stop sign. A self-driving car 

interpreted the sign to be a speed limit sign and sped up. How

• A Microsoft bot named Tay began learning to engage in pleasant and playful 

conversations on Twitter and within 24 hours was tweeting misogynist and 

racist comments it picked up from other Twitter users.

• A Facebook research project, in which bots where tasked to learn to 

negotiate with other bots, the bots developed a language to use to replace 

English since they deemed it too inefficient. The project was terminated.

• A researcher trained a commonly used AI ML technique using public 

Facebook data to identify Homosexual individuals. Its accuracy was better 

than a human's and the learning was unsupervised and therefore not 

understood.





https://ai.google/principles/

























Recidivism prediction Example - Context



Why discuss about use of ML in recidivism?



Why discuss about use of ML in recidivism?



Instances where ML models produced biased 
results

Google
classifying images

Nikon as blinking
Amazon unavailable for ZIP codes

Microsoft chatbot named Tay

Facebook human editors
promoted fake and vulgar 

stories

http://blogs.wsj.com/digits/2015/07/01/google-mistakenly-tags-black-people-as-gorillas-showing-limits-of-algorithms/
http://gizmodo.com/5256650/camera-misses-the-mark-on-racial-sensitivity
http://www.bloomberg.com/graphics/2016-amazon-same-day/
https://www.theguardian.com/technology/2016/mar/24/microsoft-scrambles-limit-pr-damage-over-abusive-ai-bot-tay
https://www.theguardian.com/technology/2016/may/12/facebook-trending-news-leaked-documents-editor-guidelines
https://www.theguardian.com/technology/2016/aug/29/facebook-fires-trending-topics-team-algorithm
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