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Drive Intelligence from Text Comprehension in Enterprise Apps

Natural language understanding and processing has revolutionized the way we deal with 
unstructured data within an enterprise. This talk provides a comprehensive overview of variety 
of text mining techniques including Q&A (Dr. Q&A, BERT, Stanford BiDAF), classification, 
summarization, topic modeling, annotation, and contract analysis. Along with Microsoft 
Cognitive Services, the session covers how to use machine learning libraries to drive insights 
and intelligence in your applications and covers how to work with unstructured text and turn 
unstructured text into meaningful insights into mobile, web and line of business applications.

In this code-focused session, we will demonstrate how to use a few lines of code to easily 
analyze sentiment, extract key phrases, detect topics, and detect language for any kind of text. 
The techniques include TF-IDF, LDA, Word2Vec, Doc2Vec, word embedding, BERT, ELMO, and 
BiDAF etc. to showcase their use in enterprise applications with real world use cases.
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What is Dark Data

The multi-modal the mass of text, tables, and images that are widely collected and 

stored but which cannot be exploited by standard relational tools.





Stanford CoreNLP Solution Overview







NLP Platform Features
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DAWN

▪ Dawn is an end to end data science solution categorized into 
four main products

▪ Macrobase: Analytics and real time monitoring of streams

▪ Snorkel: Learning from weakly labeled data

▪ Weld and Delite: 100-1000x faster Data Science

▪ Eagle: Virtualized Sensing of the physical world. 
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Deepdive
▪ Dark Data is data that resides in text, tables, 

and figures.

▪ This is not easily processed by existing 
software and thus needs a special way to be 
“unlocked”

▪ Deep Dive solve this problem, while 
maintaining a high quality standard.

▪ Data can than be used in both AI 
components and Visualization tools such as 
Tableau.

▪ Can be considered a Very Intelligent data 
extractor at scale

• PaleoDB is a Volunteer data store where 
Scientists contribute data from research 
papers into a structured format inside a 
database.

• One grad student at Stanford was able to 
create a dataset with the same papers 
and with an accuracy rate of 90%, 
beating hundreds of scientists and hours 
of labor.

• https://cs.stanford.edu/people/chrismre
/papers/dd.pdf

https://cs.stanford.edu/people/chrismre/papers/dd.pdf


Knowledge & Entity Extraction from PDFs and other Unstructured Sources 
using Deep Dive
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Macrobase
▪ Human attention is limited and Data sizes 

are ever increasing at an exponential speed. 
I.E It’s becoming more difficult to keep track 
of everything

▪ Macrobase is a pipeline management tool 
that keeps track of data flow while at the 
exact same time surfacing insights you may 
have missed.

▪ Given Labeled data or supervision rules, 
Macrobase executes a set of supervised and 
unsupervised models to leverage both 
domain knowledge and learn unknown 
behaviors.

• Can be used to fuse multiple data sources 
together, commonly seen in internet of 
things projects.

• It is an open source project allowing for 
implementation to be easily fitted for the 
given usecase.

• https://github.com/stanford-
futuredata/macrobase

• https://columbiaviz.github.io/files/pape
rs/macrobase.pdf

https://github.com/stanford-futuredata/macrobase
https://columbiaviz.github.io/files/papers/macrobase.pdf
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Snorkel
▪ Snorkel is an open source system for creating, modeling, and managing training data.

▪ Based on the same techniques in Deepdive, Snorkel is an open source implementation

▪ Deepdive was further commercialized into a product called Lattice

▪ Snorkel is still in the early days but the open source community has been heavily 
involved growing the project.

▪ https://github.com/HazyResearch/snorkel
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DIFFERENT 
TECHNIQUES 

OF TEXT 
ANALYSIS

▪ WORD EMBEDDING

▪ TF-IDF

▪ WORD2VEC

▪ DOC2VEC

▪ LATENT DIRECHLET ALLOCATION (LDA)

▪ ELMO

▪ BIDAF
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WORD 
EMBEDDING

▪ Word embeddings are a set of feature 
engineering techniques widely used in 
predictive NLP modeling. 

▪ Word embeddings transform sparse vector 
representations of words into a dense, 
continuous vector space. 

▪ It identifies similarity between words and 
phrases on a large scale based on their 
context.

EXAMPLES OF USES OF WORD EMBEDDING
Cat and dog: Both cute animals, can be pets, 
have 2 eyes, 4 legs, and one nose.
Audi and BMW: Both powerful expensive 
German automobile companies.
Word embeddings can also be trained to identify 
relations such as:
KING - MAN + WOMAN = QUEEN
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WORD2VEC

▪ Word2Vec is a word embedding model created by 
google.

▪ It is a predictive embedding model which means it is 
trained to predict a target word from the context of 
its neighboring words.

▪ The model first encodes each word using one-hot-
encoding, then feeds it into a hidden layer using a 
matrix of weights; the output of this process is the 
target word.

Word2Vec utilizes two different types of model 
architecture for computing vector representations of 
words:
▪ A) Continuous Bag-of-Words (CBOW)
▪ B) Skip-gram
▪ It is used for:
▪ 1) Compare word similarity between 2 sentences.
▪ 2) Compare query vector with document vector and 

retrieve documents.
▪ 3) Recommend music/videos basing on user likes.
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WORD2VEC

FIG. IMAGE OF WORD2VEC MODEL
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CONTINUOUS 
BAG OF 

WORDS(CBOW)

▪ In the CBOW model, the aim 
is to fill in the missing word 
given its neighboring context.
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SKIP-GRAM

▪ In the skip-gram model, the 
aim is to predict the context. 

▪ Skip-gram is slower while it 
does a better job for 
infrequent words.
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DOC2VEC

▪ Doc2vec is an unsupervised algorithm to 
generate vectors for 
sentence/paragraphs/documents.

▪ Doc2vec is an adaptation of word2vec 
which can generate vectors for words.

▪ The vectors generated by doc2vec can be 
used for tasks like finding similarity 
between 
sentences/paragraphs/documents.

▪ For sentence similarity tasks, doc2vec 
vectors may perform reasonably well. 
However if the input corpus is one with 
lots of misspellings like tweets, this 
algorithm may not be the ideal choice.
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DOC2VEC
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Term Frequency Inverse Document Frequency (TF-
IDF)

▪ TF-IDF is a numerical statistic that is intended to reflect how 
important a word or n-gram is to a document in a collection 
or corpus.

▪ TFIDF provides some weighting to a given word based on the context 
it occurs.

▪ The tf–idf value increases proportionally to the number of times a 
word appears in a document and is offset by the number of 
documents in the corpus that contain the word.
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Term Frequency Inverse Document Frequency (TF-
IDF)

▪ Tf–idf weighting scheme are often used by search engines as a 
central tool in scoring and ranking a document’s relevance given a 
user query.

▪ Tf–idf can be successfully used for stopwords filtering in various 
subject fields, including text summarization and classification.

▪ However even though tf-idf BoW representations provide weights to 
different words they are unable to capture the word meaning.

▪ Practical Usage: Used by search engines for scoring and ranking 
documents basing on user query.
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Latent Dirichlet Allocation (LDA)

▪ LDA is an example of a topic model(statistical model for discovering abstract 
topic).

▪ In LDA, each document is viewed as a mixture of topics that are present in the 
corpus. 

▪ The model proposes that each word in the document is attributable to one of the 
document’s topics.

▪ Thus, LDA is a mathematical method for finding the mixture of words that is 
associated with each topic, while also determining the mixture of topics that 
describes each document.

▪ Input: Collection of documents
▪ Output: i) word to topic probablilty matrix
▪ ii) document to topic probability matrix
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Latent Dirichlet Allocation (LDA)

▪ LDA is useful when you have a set of documents, and you want to 
discover patterns within, but without knowing about the documents 
themselves.

▪ LDA can be used to generate topics to understand a document’s 
general theme.

▪ LDA is used in recommendation systems, document classification, 
data exploration, and document summarization.

▪ LDA is also used for dimensionality reduction in Machine Learning 
models or methods.
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Bi-Directional Attention Flow (BIDAF)

▪ BIDAF is a multi-stage process representing the context at different 
levels of granularity and uses a bi-directional attention flow 
mechanism to achieve a query aware context representation.

1. Character Embedding Layer - maps each word to a vector space using character-level CNNs.

2. Word Embedding Layer - maps each word to a vector space using a pre-trained word 
embedding model.

3. Contextual Embedding Layer - utilizes contextual cues from surrounding words to refine the 
embedding of the words. These first three layers are applied to both the query and context.

4. Attention Flow Layer - couples the query and context vectors and produces a set of query 
aware feature vectors for each word in the context.

5. Modeling Layer - employs a Recurrent Neural Network to scan the context. 

6. Output Layer - provides an answer to the query.
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Bi-Directional Attention Flow (BIDAF)

▪ Attention Flow Layer - In this layer, attentions are computed in two 
directions: from context to query as well as from query to context.

▪ Context-to-query (C2Q) attention signifies which query words are most 
relevant to each context word.

▪ Query-to-context (Q2C) attention signifies which context words have the 
closest similarity to one of the query words and are hence critical for 
answering the query.

▪ Potential Uses – BIDAF can be widely used for question answering data and 
can also be used in modern chatbots or comer support system to detect 
potential queries and significant answers.
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BERT - Bidirectional Encoder Representations 
from Transformers

https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html
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ELMo - Deep contextualized word representation



© Microsoft Azure + AI Conference  All rights reserved.

Questions?

▪ adnanmasood@gmail.com

▪ https://twitter.com/adnanmasood

▪ https://www.linkedin.com/in/adnano

mailto:adnanmasood@gmail.com
https://twitter.com/adnanmasood
https://www.linkedin.com/in/adnano
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Please use EventsXD to fill out a session evaluation.

Thank you!


