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Explainable, Interpretable, and 

Transparent Machine Learning

Abstract
Most real datasets have hidden biases. Being able to detect the impact of the bias in the 

data on the model, and then to repair the model, is critical if we are going to deploy machine 
learning in applications that affect people’s health, welfare, and social opportunities. This 
requires models that are intelligible. In this talk, we will review variety of tools and open 
source projects, including Microsoft InterpretML, for training interpretable models and 

explaining blackbox systems. These tools (WhatIf, Fair 360, etc) are made to help developers 
experiment with ways to introduce explanations of the output of AI systems. This talk will 

review the InterpretML and draw parallels with LIME, ELI5, and SHAP. InterpretML
implements a number of intelligible models—including Explainable Boosting Machine (an 

improvement over generalized additive models ), and several methods for generating 
explanations of the behavior of black-box models or their individual predictions.
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Why is Model Interpretability 

Important?

When using an algorithm’s outcomes to make high-stakes decisions, 
it’s important to know which features the model did and did not 

take into account. Additionally, if a model isn’t highly interpretable, 
the business might not be legally permitted to use its insights to 
make changes to processes. In heavily regulated industries like 

banking, insurance, and healthcare, it is important to be able to 
understand the factors that contribute to likely outcomes in order to 

comply with regulation and industry best practices.
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Microsoft’s Tay & Twitter: 
A 24-hour Story
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http://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist

http://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist
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https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc%5Etfw

https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc%5etfw
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https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc%5Etfw

https://twitter.com/geraldmellor/status/712880710328139776/photo/1?ref_src=twsrc%5etfw
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AI Fairness 360 (AIF360 v0.2.2)

bias mitigation algorithms
•Optimized Preprocessing (Calmon et al., 2017)
•Disparate Impact Remover (Feldman et al., 2015)
•Equalized Odds Postprocessing (Hardt et al., 2016)
•Reweighing (Kamiran and Calders, 2012)
•Reject Option Classification (Kamiran et al., 2012)
•Prejudice Remover Regularizer (Kamishima et al., 2012)
•Calibrated Equalized Odds Postprocessing (Pleiss et al., 2017)
•Learning Fair Representations (Zemel et al., 2013)
•Adversarial Debiasing (Zhang et al., 2018)
•Meta-Algorithm for Fair Classification (Celis et al.. 2018)
Supported fairness metrics
•Comprehensive set of group fairness metrics derived from selection 
rates and error rates
•Comprehensive set of sample distortion metrics
•Generalized Entropy Index (Speicher et al., 2018)

A comprehensive set of fairness metrics for datasets and machine learning 
models, explanations for these metrics, and algorithms to mitigate bias in 
datasets and models. https://github.com/IBM/AIF360

http://papers.nips.cc/paper/6988-optimized-pre-processing-for-discrimination-prevention
https://doi.org/10.1145/2783258.2783311
https://papers.nips.cc/paper/6374-equality-of-opportunity-in-supervised-learning
http://doi.org/10.1007/s10115-011-0463-8
https://doi.org/10.1109/ICDM.2012.45
https://rd.springer.com/chapter/10.1007/978-3-642-33486-3_3
https://papers.nips.cc/paper/7151-on-fairness-and-calibration
http://proceedings.mlr.press/v28/zemel13.html
https://arxiv.org/abs/1801.07593
https://arxiv.org/abs/1806.06055
https://doi.org/10.1145/3219819.3220046
https://github.com/IBM/AIF360
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Interpretable Machine Learning - https://christophm.github.io/interpretable-ml-book/

https://christophm.github.io/interpretable-ml-book/
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In some sectors (for example, MD medical
decision towards a patient), decisions
should be backed by reasons.

REGULATION

It is easier for humans to trust a
system that explains its decisions
compared to a black box.

BUILDING TRUST
The ability to interpret is valuable in
the research and development phase
as well as after deployment. Later,
when a model is used in a product,
things can go wrong. An
interpretation for an erroneous
prediction helps to understand the
cause of the error.

DEBUGGING

Confidential and proprietary © Stardat 2019

Why do we need it?

Diagram by Showeet.com
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Salient Ideas
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The authors suggest that those offering datasets or APIs should 

provide a datasheet that addresses a set of standardized 

questions covering the following topics:

•The motivation for dataset creation

•The composition of the dataset

•The data collection process

•The preprocessing of the data

•The distribution of the data

•The maintenance of the data

•The legal and ethical considerations
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Quick Overview – Model Agnostic methods

Model agnostic explainabilty methods are mainly separated into 5 
different types:  
 Types that use the model predictions to gain insights (global or per sample) 

such as : PDP, ICE, ALE

 Feature importance and interaction

 Surrogate 

 Anchors

 Shapley Values
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PDP, ICE, ALE

Using a manipulation and a mathematical operation on the model
predictions to understand how the model behaves for specific feature
(or two). For example, ALE result on how temperature influences bikes
rental.

 Advantages:
 Intuitive for understanding
 Easy implementation

 Disadvantages:
 The maximum number of features to analyze is 2
 If features are dependent, most of these methods (except ALE) will not work well 
 Some of these methods (PDP, ALE) hide heterogeneous effects
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Features importance and interaction

A measure of how much a specific feature is important to
the prediction of the model and how much it interacts with
other features

 Advantages:
 The H-statistic (interaction) has a meaningful interpretation 
 With the H-statistic it is also possible to analyze arbitrary higher 

interactions such as the interaction strength between 3 or more 
features

 Nice and easy interpretation

 Disadvantages:
 Computationally expensive
 Need access to the label (importance)
 Can produce bias if features are correlated
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Surrogate

Global or local (LIME, for example) surrogate models are interpretable models that
were trained to have predictions close to the black box model

 Advantages:
 Can measure how good the surrogate fits your model
 LIME works for tabular data, text and images (using super pixels)
 Have good python implementation

 Disadvantages:
 The neighborhood definition for tabular data can change results and should be handled carefully  
 Instability of the explanations – sampling twice might yield different results
 In some cases, the interpretable model is very close for one subset of the dataset, but widely 

divergent for another subset (Global surrogate)
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Anchors

 Advantages:
 Easy interpretation (rules)
 Highly efficient as it can be parallelized
 Anchors are subsettable and even state a measure of importance by including the notion 

of coverage
 The anchors approach works when model predictions are non-linear or complex in an 

instance’s neighborhood

 Disadvantages:
 The algorithm suffers from a highly configurable and impactful setup
 Many scenarios require discretization
 Runtime complexity rises fast with number of features
 The notion of coverage is undefined in some domains (images)

Anchors explains individual predictions of any black-box classification model by finding a
decision rule that “anchors” the prediction sufficiently. Anchors approach constructs
explanations whose coverage is adapted to the model’s behavior and clearly express their
boundaries. Thus, they are faithful by design and state exactly for which instances they are
valid
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Anchors example

 Homogenous instance example (above average):

 Decision boundary instance example: 

Theor
y
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Shapley Values

 Advantages:
 The efficiency property of Shapley values means a fair distribution

of the prediction explanation.
 Legally compliant - the Shapley value might be the only method

to deliver a full explanation.
 The Shapley value is the only explanation method with a solid

theory

 Disadvantages:
 Computational time
 Inclusion of unrealistic data instances when features are 

correlated

A prediction can be explained by assuming that each feature value of the instance is a 
“player” in a game where the prediction is the payout. Shapley values – a method from 
coalitional game theory – tells us how to fairly distribute the “payout” among the 
features.

Theor
y
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Shap

SHAP is based on Shapley values. SHAP authors proposed KernelSHAP and TreeSHAP:

 KernelSHAP - alternative, kernel-based estimation approach for Shapley values
inspired by LIME

 TreeSHAP - an efficient estimation approach for tree-based models

Theor
y
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Shap Values
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Shap Feature importance and summary

SHAPE FEATURE IMPORTANCE Summary plot
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Shap Dependence and INTERACTIONS

SHAP DEPENDCE PLOT Interaction values plot
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Implementation

You can find open source packages (python) for most of the methods 
we discussed today:
 SHAP – shap package that works for tree-based models in scikit-learn. 

lightGBM, CatBoost and XGBoost also integrated shap

 LIME – lime package

 Feature importance, PDP, ICE - Skater 


